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ABSTRACT: We w i l l b r i e f l y describe the role of en t i t y centered st ructure (ECS) of sentences in 
natural language in ferencing. The basic structure of sentences in discourse, general ly singles out 
an e n t i t y , to be ca l led center, among a l l those which are the arguments of the main predicate. 
ECS makes n-ary predicates look l i ke monadic by temporari ly masking the i r s t ruc tu re , thereby 
a f fec t ing the re la t i ve ease with which cer ta in inferences are made and information is re t r ieved. 
This short paper deals wi th a prel iminary formulation of a system designed to capture these ideas 
and contains several examples of how some natural language inferences can be represented in the 
system. Formal propert ies of the system are under inves t iga t ion . 

1. Introduction: A uniform mechanism that 
subsumes a l l inference mechanisms involved in 
problem solving in general may be adequate to 
character ize inferences in language in some 
sense (analogy: Turing machines characterize 
a l l computable func t ions) ; however, i t w i l l not 
shed much l i g h t on those mechanisms that are 
language relevant and presumably contr ibute to 
the e f f i c iency of the inferencing process. In 
a natural language inferencing system, we are 
concerned wi th not j us t what inferences are made, 
but also how they are made (with what ease, for 
example). This paper is motivated by these 
considerat ions. In pa r t i cu l a r , we w i l l be 
concerned with the fact that the basic s t ruc­
ture of natural language sentences in discourse, 
genera l ly , singles out an ind iv idual ( e n t i t y ) , 
to be ca l led the center among a l l those which 
are the arguments of the main predicate. Our 
notion of center roughly corresponds to the 
l i n g u i s t i c notions of focus ( in contrast to 
presupposit ion) and comment ( in contrast to 
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t op i c ) . We have de l ibera te ly used a new term in 
order to avoid precise i d e n t i f i c a t i o n wi th those 
notions and the possible resul tant misunder­
standing. These l i n g u i s t i c notions are somewhat 
vague and there is a great deal of confusion in 
the l i t e r a t u r e ; f u r t he r , the term "focus" is used 
used in the AI l i t e r a t u r e in yet another sense. 
For the interested reader, we recommend [ 4 ] , 
" 7 ] , and [ 8 ] fo r the l i n g u i s t i c not ions, and 
" 5 ] , [6 ] for the AI not ions. 

The notion of center is a discourse const ruct ; 
it may on occasion map on the subject of the 
sentence, but th is need not be the case always. 
Such a representation can be regarded as an 
ascr ip t ion of a property to a s ingle i nd i v i dua l , 
though the property i t s e l f may involve other 
ind iv idua ls . For instance, in a pa r t i cu la r 
context , JOHN may be the center of the sentence 
as in (1). JOHN HIT BILL. Underl ining 
designates the center. It may help the reader 
to represent (1) in the extraposed form where the 
center is more c lear l y indicated as in (2) IT IS 
JOHN WHO HIT BILL. In another context , the 
center may be BILL, as in (3) JOHN HIT BILL.. (IT 
IS BILL WHOM JOHN HIT.) More formal ly , we w i l l 
represent (1) and (3) respect ively as (4) and 
(5 ) : (4)(J0HN x) (HIT x BILL) or ( j x ) (H x b ) ; 
(5) (BILL y) (HIT JOHN y) or ( j y ) (H j y ) . 

This e n t i t y centered st ructure (ECS) of natural 
language sentences is in sharp contrast to the 
st ructure of the usual formal language sentences 
which express re la t ions among several ind iv idua ls 
without s ing l ing out any one in pa r t i cu la r . 
(Our use of the term ECS is very l i m i t e d , pre­
c ise ly as defined here. For a wider use of t h i s 

435 



436 





der ivat ion (2) which requires two new e n t i t i e s to 
be brought in to SCE. The inherent d i f f i c u l t y of 
the inference in (2) below is due to th i s require 
ment, at least wi th respect to the CL. 

(2) There is a house in which everyone l i ves 
(L) ( therefore) Everyone l ives in houses. 

I t is not d i f f i c u l t to prove that the rules 
given for CL are complete in the sense that A 
can be derived from ¬ whenever the * t rans la t ion 
(from CL to FOPC) of A is c l ass i ca l l y derivable 
from the * t rans la t ion of ¬ • To see t h i s , note 
that ( i ) the o - t rans la t ion (from FOPC to CL) of 
the c lass ica l natural deduction rules are a l l 
derivable from our r u l es , and * ( i i ) A*° is 
provably equivalent to A. However, we need both 
the change of center and the in t roduct ion of 
temporary assumptions with new centers to get 
th is r esu l t . (The former is needed to estab l ish 
the equivalence of A and A*° and the l a t t e r to 
show that t rans la t ions of the c lass ica l quant i ­
f i e r rules are der ivab le . ) If premises and con­
clusions have the same center, then no change of 
center rules are needed. For, if a is the center 
of premises and conclusions, then by t rans la t i ng 
each c lass ica l Φ as (ax )Φ) and using the p red i ­
cate decomposition ru les , the c lass ica l der iva­
t ion of the * - t r ans la t i on of the argument can be 
converted to a CL der iva t ion without center 
changes. Hence, the number of center changes 
need never exceed the number of premises whose 
centers are d i s t i n c t from the centers of the 
conclusion. (The ro le of center change becomes 
more i n t e r e s t i n g , and more d i f f i c u l t to under­
stand, when quan t i f i ca t i on in to the predicate is 
p roh ib i ted . As we mentioned prev ious ly , there 
is some reason to bel ieve that t h i s r e s t r i c t i o n 
is appropr iate. ) 

Although a r e s t r i c t i o n could be placed on the 
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number of center changes, no such l i m i t can be 
placed on the number of new en t i t i e s which must 
be brought in to SCE. The premise in Example (2) 
contains no ind iv idua l constant at a l l . I t is 
c lear from the rules that from such formulas 
alone we can only derive equivalent formulas 
and tautologous consequences. Hence, the 
in t roduct ion of new centers in Example (2) was 
unavoidable. 

Thus, the logic resu l t ing from a r e s t r i c t i o n on 
the number of centered e n t i t i e s is less powerful 
than one w i thout , in p a r t i c u l a r , the legic wi th 
zero centered e n t i t i e s is less powerful than the 
logic w i th one centered i nd i v idua l . General 
questions about the number of new centers re­
quired fo r an inference and the dec idab i l i t y of 
the class of inferences with small number of 
centers remain open. 
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